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ABSTRACT

Most existing e-commerce recommender systems aim to recommend the right products to a consumer, assuming the properties of each product are fixed. However, some properties, including price discount, can be personalized to respond to each consumer’s preference. This paper studies how to automatically set the price discount when recommending a product, in light of the fact that the price will often alter a consumer’s purchase decision. The key to optimizing the discount is to predict consumer’s willingness-to-pay (WTP), namely, the highest price a consumer is willing to pay for a product. Purchase data used by traditional e-commerce recommender systems provide points below or above the decision boundary. In this paper we collected training data to better predict the decision boundary. We implement a new e-commerce mechanism adapted from laboratory lottery and auction experiments that elicit a rational customer’s exact WTP for a small subset of products, and use a machine learning algorithm to predict the customer’s WTP for other products. The mechanism is implemented on our own e-commerce website that leverages Amazon’s data and subjects recruited via Mechanical Turk. The experimental results suggest that this approach can help predict WTP, and boost consumer satisfaction as well as seller profit.
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1. INTRODUCTION
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Recommender systems have achieved much commercial success and are becoming increasingly popular in a wide variety of practical applications. For example, online stores such as Amazon, iTunes and Walmart.com provide customized recommendations for additional products or services based on a consumer’s history. Since it is widely believed that even minor improvements in recommender systems can boost the profitability of e-commerce companies, these systems have been studied intensively by researchers in industry and academia.

An important limitation of existing studies is that they assume that the properties of items (i.e. products) are static. However, an e-commerce company could tailor some properties of a product for a particular customer, and that could dramatically improve the effectiveness of a recommendation. In particular, we argue that price is a controllable property that the recommender system should incorporate. A consumer might like a recommended product, but may reject it because the price is too high, and the purchasing decision could be changed by a personalized promotion. Of course, outside of the literature on recommender systems, the crucial role of pricing is widely recognized. Researchers in marketing, for example, have shown the importance of personalized promotion for increasing sales volume [17].

In this paper, we introduce personalized promotion into e-commerce recommender systems. The objective is to improve the effectiveness of product recommendations through customizing product price on an individual basis.

To achieve this goal, we create a novel auction/lottery mechanism to elicit consumer willingness to pay (WTP) for relevant products in an e-commerce setting. Using an online shopping website with products from Amazon, we recruit experimental subjects via Mechanical Turk and use responses elicited for some chosen products to predict a individual’s WTP on other products. The predicted WTP and the given production cost enable us to find profitable personalized prices. The data indicate that the new approach achieves nearly 200% improvement in gross profit when compared with Amazon’s default pricing strategy.

Our contribution is three-fold. First, to the best of our knowledge, our work is the first attempt to add personalized promotion to e-commerce recommender systems, and we measure recommendation performance with metrics of direct interest to industry. Second, we introduce a novel WTP elicitation procedure that is adapted to e-commerce systems. Most previous WTP elicitation studies are conducted in settings that are very different from an e-commerce
website — typically only a handful of products in a narrow category are pre-selected by the experimenters — and so the applicability to e-commerce is unclear. Third, we have several methodological observations that could be very useful for further research on personalized pricing in e-commerce.

2. RELATED WORK

Despite the complexity of recommender systems, the most common approach is to reduce the problem to predicting the user’s ratings or purchasing decision of items, and recommending items based on the prediction. In early work, the Grundy system built stereotypes for recommendation [28]. The Tapestry system lets users identify similar users manually and make recommendations based on these similar users [16]. The advent of the internet resulted in large sets of user data. Consequently, manual constructions have been largely replaced by automatic recommendation algorithms, such as collaborative filtering algorithms, content-based filtering algorithms, and hybrid algorithms. **Collaborative filtering** is based on the assumption that users with similar tastes for previous items will have similar preferences for new items, so the algorithm recommends items ranked highly by users deemed similar to the current user. Such algorithms fall into two main categories [18] [10, 20, 21, 27]. **Content based filtering** is based on the assumption that the features (meta data, words in description, price, tags, etc.) used to describe the items that a user likes or dislikes tell much about the user’s preferences. It usually recommends new items similar to previous items the user liked. The underlying research focuses on estimating a user’s profile from explicit feedback on whether she liked previous items. State of the art text classification algorithms, such as Support Vector Machine (SVM), K nearest neighbors (K-NN), neural networks, logistic regression, and Winnow, have been used to solve this binary classification task [29, 36, 37, 30, 25, 35]. **Hybrid recommendation algorithms** combine collaborative filtering with content based filtering, and usually perform better than either filtering method alone [7].

Most existing research in recommender systems overlooks a factor that is extremely important in a consumer’s decision making: the product price. One notable exception is [12], who show that price is a factor that is transferrable across categories to help recommendation system predictions. Another exception, [34], explores price’s marginal net utility role in E-commerce recommendation. However, these works still assume price is given and are focusing on boosting recommendation prediction performance with price as additional information; they do not treat prices as a controllable factors to influence user decisions.

Two recent pilot studies examine pricing strategies in recommendation systems. Backhaus et al. [6] ask consumers questions over the phone, cluster consumers into different groups, use conjoint analysis to estimate customers’ WTP, and then use the estimates to price a small set of intangible value-added services on B2B market when making recommendations. Massoud and Abo-Rizka [24] proposed a conceptual model of personalized pricing recommender systems. However, no experiments were done to implement or study the proposed conceptual model. Kamishima and Akaho [19] went a little further and proposed a method for adding price personalization to standard recommendation algorithms based on customer preference data and purchasing history. However, only artificially generated data (based on the MovieLens dataset) are used. It’s not clear how the approaches proposed by these pilot studies can be applied in a real e-commerce system with a large and varied set of users and many products of different types, brands and price ranges.

There is an established literature in economics and marketing showing that personalized promotion is an important marketing tactic for increasing sales volume [17]. Especially important for our paper is prior research, also in economics and marketing, on estimating a consumer’s WTP for a particular product. Roughly speaking, there are four empirical approaches: estimating WTP from transactions data, direct surveys, indirect surveys or laboratory auctions. Transaction data is incentive compatible in that it represents actual purchase decisions. However, the transaction price is only the lower bound on WTP, and equally relevant non-purchase decisions are missing from transactions data. Direct surveys (see, e.g., [31, 15]) estimate a consumer’s WTP by directly asking indicate their maximum acceptable price for a given product [1]. However, as pointed out by Breidert et al. [9], direct surveys are not incentive compatible — the respondent is not motivated to reveal his or her true WTP, and often is motivated to understate it substantially. Indirect surveys offer respondents a list of alternative products (often hypothetical products with their properties varied independently) and ask them to either to rank them according to personal preference [23] as in conjoint analysis, or simply to choose the most favored alternative as in choice-based conjoint analysis (CBC)[22][2, 3, 4, 5, 13, 14]. Similar to direct surveys, the conjoint analysis and CBC are not incentive compatible. To overcome this problem, Ding et al. in [13] proposed an ICBC - incentive aligned choice-based conjoint method, which applies the BDM mechanism described below to the WTP inferred from conjoint analysis. Dong et al. [14] proposed ranking revealed products based on the WTP inferred from conjoint analysis data. The authors argue their proposed approach is incentive aligned as subjects will receive top ranked products.

The remaining empirical approach is WTP elicitation via laboratory auction. The famous Vickrey auction [33], requires each bidder to a submit sealed bid (not seen by other bidders); the bidder with highest bid wins the auction and pays a price equal to the second highest bid. This procedure is incentive compatible. The intuition is that a person’s own bids only determine whether or not she wins the auction but never affects the price that she pays, and therefore she has no incentive to undervalue (or overstate) her WTP. Closely related to the Vickrey auction is the Becker-DeGroot-Marschak (BDM) mechanism to elicit WTP [8]. Under BDM, each bidder submits a bid to purchase a product. A sales price is randomly drawn from an interval which covers all plausible bids. If that sales price is lower than a participant’s bid, then she receives the product and pays the sales price. The BDM is theoretically incentive compatible for the same reason as the Vickrey auction; indeed (although it was invented independently) it is equivalent to a Vickrey auction with two bidders; one human and the other an automaton who bids randomly. Our own approach exploits the fact that BDM is easier to operate in an e-commerce setting since, unlike the Vickrey auction, it does not require gathering all participants’ bids in order to determine the winner. Despite considerable research on WTP elicitation [26] and existing pilot research on pricing strategies when recommending, we still face several challenges when adapting ex-
isting approaches to real world e-commerce settings. Existing approaches often require an artificial laboratory setting with only a handful of products preselected by researchers, and/or with product data generated artificially. In e-commerce systems, however, consumers are exposed to a much larger number of products of different types and price ranges, and the system needs to estimate WTP for products that might be of interest to an individual user. The gaps between the settings makes it unclear whether the conclusions derived from laboratory experiments generalize to e-commerce settings.

3. METHODS

We envision a recommender system that not only predicts whether a consumer likes a product, but also predicts a consumer’s willingness-to-pay (WTP) for it. WTP is the highest price the consumer is willing to pay for a product \([32]\). If the WTP is lower than the default product price, the system might give a personalized promotion to the consumer to increase the possibility of accepting the recommendation.

We propose that the e-commerce system run a lottery (related to the BDM mechanism just described) for customers to collect WTP for a small number of recommended products, and then use machine learning on each customer’s lottery data to build a WTP prediction model. The WTP predictions then allow the recommender system to set personalized promotion prices automatically, potentially enhancing customer satisfaction as well as seller profit.

The rest of this section details this approach.

3.1 Bidding & Lottery Procedures

Our procedure elicits WTP for \(N\) products. To describe it clearly, we begin with the case of a single product \((N = 1)\). The participant’s true WTP, denoted \(y\), is unknown to us. We endow her with a large amount of cash \(C\) that likely exceeds \(y\), and tell her that the mechanism will draw a random price \(r\) uniformly from the range \([R_L, R_U]\), which is chosen to include all plausible values of her WTP. She is asked to state her actual WTP by entering a bid \(y' \in [R_L, R_U]\), and told that the mechanism will sell her the product at price \(r\) only if that price is less than her bid.

Using the symbol \(P\) to denote probability, her payoff is

\[
\mathcal{M} = \begin{cases} 
C & \text{if } r > y', P = \frac{R_L - y'}{R_U - R_L}, \\
C + y - r & \text{if } r \leq y', P = \frac{y - R_L}{R_U - R_L}.
\end{cases}
\]

That is, she keeps the cash if the random price \(r\) exceeds her stated WTP \(y'\), and otherwise she purchases (and gains true benefit \(y\)) at the random price, which is lower (and hence a better deal) than her stated WTP \(y'\).

To see that this BDM procedure is incentive compatible, first note that the expected payoff is:

\[
E[\mathcal{M}|y', y] = P(r > y')C + P(r \leq y')E[C + y - r|r \leq y']
\]

\[
= C + P(r \leq y')(y - E[r|r \leq y']).
\]

Use the convenient property of the uniform distribution that the last conditional expectation is \(E[r|r \leq y'] = \frac{R_L + y'}{2}\) to simplify the equation to:

\[
E[\mathcal{M}|y', y] = C + \frac{2yy' - y^2 - 2R_Ly + R_L^2}{2(R_U - R_L)}.
\]  

Equation 3 shows that the participant’s expected payoff is a quadratic function of her decision variable \(y'\) whose unique global optimum is reached when \(y' = y\). In other words, it is in the subject’s best interest to state her WTP truthfully.

Note for later reference that when the participant indeed sets \(y' = y\), her expected payoff can be written as

\[
E[\mathcal{M}|y, y] = C + \frac{(y - R_L)^2}{2(R_U - R_L)}. \quad (4)
\]

In our experiment we set \(R_L = 0\) and \(R_U = p\), where \(p\) is the known outside (undiscounted) market price for the product. In this case,

\[
E[\mathcal{M}|y, y] = C + \frac{1}{2}k^2p \quad (5)
\]

where \(y = k*p\), and we refer to \(k\) as the normalized bidding price.

What if the subject wants to bid above \(R_U\) or below \(R_L\)? In principle, there is no problem; in the first case she obtains the object for sure and reveals that her true WTP exceeds \(R_L\), and in the second case she keeps the cash for sure and reveals that her true WTP is below \(R_L\).

A potential problem does arise when the number of products \(N > 1\). Running a separate BDM elicitation for several products that are substitutes for each other will motivate participants to underbid, since the probability of winning at least one of several bids is higher than winning a single bid.

We eliminate this problem by having each participant enter a bid for each product, but only drawing a random bid for one of the products chosen randomly. That is, we conduct a lottery over which of the products will actually be available to the participant. The expected payoff (or 1/\(N\) of the expected payoff) is still maximized by truthfully reporting WTP for each product.

An extension of this lottery approach enables us to economize payments in the experiment. We can also conduct a lottery over which participants actually get the cash \(C\) and perhaps one of the products. Again, that attenuates the expected payoff but doesn’t change where it is maximized.

3.2 Personalized Promotion

Our lottery/auction procedure gives us training data for predicting a consumer’s WTP on a range of products that might be recommended. Given the values of \(y\) elicited from consumer \(u\) for product \(i\), we run the regression

\[
y_{ui} = b_0 + b_u + f(x_{ui}, w), \quad (6)
\]

where \(b_0\) is the global bias and \(b_u\) is the user bias, \(x_{ui}\) is a feature vector representing information about consumer \(u\), product \(i\) and their relationships. The functional form of the regression function \(f\) depends on the machine learning algorithm used, such as linear regression or gradient boosted trees. We used linear regression (LR) in our experiments. Thus our model parameters are:

\[
(b_0, b_u, w^*) = \arg \min_{b_0, b_u, w} \sum_{u,i} L(y_{ui} - b_u - b_0 - f(x_{ui}, w))
\]

where in our implementation the loss function \(L\) is quadratic.

Given the model parameters learned from the training dataset, we use Equation 6 to predict WTP for any user \(u\) and item \(i\) pair. To capture the uncertainty in our estimation, we assume that the true WTP value follows a Gaussian
distribution centered on the predicted WTP:

$$Y_{ui} \sim N(\mu_{ui}, \sigma^2)$$

where $\mu_{ui} = b_k + b_0 + f(x_{ui}, w)$. The parameter $\sigma^2$ could be estimated, but for simplicity we assume that is the same for all user item pairs and approximate it using the variance of $g$ on the training dataset in our experiments.

Based on the distribution of $Y_{ui}$, we can find the optimal price $t^*$ that maximizes the expected seller profit as follows:

$$t^* = \arg \max_t (t - c)P(Y_{ui} \geq t)$$

where $c$ is the production cost of product $i$ and

$$P(Y_{ui} \geq t) = \int_t^{\infty} \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{(x - \mu_{ui})^2}{2\sigma^2}\right) dx$$

$$= \frac{1}{2} \left[ 1 - \frac{1}{2} \operatorname{erf}\left(\frac{t - \mu_{ui}}{\sigma}\right) \right]$$

where $\operatorname{erf}(x)$ is Gauss error function encountered in integrating the normal distribution. Equation 9 is solved numerically using standard optimization techniques.

4. EXPERIMENTAL PROCEDURES

Can the proposed lottery-auction mechanism and the prediction model actually work with normal e-commerce customers? Are those methods of practical value to sellers and customers? To begin to answer these questions we ran an experiment as follows.

4.1 Data collection

We first developed a website that links to Amazon.com, a leading online shopping website. Our website implements a full fledged product search engine and displays the product information in a similar way to Amazon. The website hosts about 120k skin care products. We chose skin care products as they have short repurchase cycle, reducing problems that arise from unknown current holdings of the participants. The products are from Amazon.com and the product information is synchronized with Amazon.com at real time. For each product, Amazon provided both its list price and sales price.

Subjects recruited from Amazon Mechanical Turk were paid a participation fee of $0.50 for around 10 minutes to complete the experiment. Figure 1 is an overview of the procedure. First, the subject sees a set of recommended products produced by a standard recommendation algorithm. This step would be straightforward for a typical e-commerce system, which can find relevant products based on subject’s past purchasing or click data. Since our custom website don’t have the recruited subject’s purchasing history, we just let each subject search and identify at least 5 products which he or she thinks are worth buying; these are referred to as best value products. Then the subject proceeds to next step to rank their best value products in decreasing order of interest. Next, the system recommends a list of products using Amazon’s “consumer who bought this also bought these” recommendations.

Having completed the steps labelled 1.1-1.3 in Figure 1, the recruited subject then participates in $N$ BDM lotteries. That is, she enters a bid on each of $N \geq 5$ products that she chooses from those recommended in the previous step, knowing that at most one of the products will be randomly selected to go through the BDM procedure. Finally, one of the subjects recruited that day is randomly selected as the lottery winner, and one of her chosen $N$ products is randomly selected. If her bid on that product exceeds the random buyout price $r$, then she receives the product and $100$ minus $r$. Otherwise she gets $100$ cash.

4.2 Subjects’ training and selection

We showed earlier that truth telling (bidding one’s actual WTP) is the unique optimal strategy in BDM. However, earlier empirical research has shown that people may have misconceptions about the game and may not use the optimal bidding strategy [11]. Guided by the earlier research, we provided detailed explanations about the game rule and encouraged our subjects to practice with a bidding simulator to see how the outcome changes with different bids. Then each subject was required to take a quiz to check whether the participant understands the optimal bidding strategy. Only the 79 subjects who passed the quiz (out of 130 who responded initially) were allowed to participate in the game.

4.3 Data collection

To clean the data, records with normalized bidding prices either below 10% or more than two times higher than the Amazon sale price are filtered out, as are the bids of subjects who took less than 5 minutes to complete the experiment. After cleaning, we ended up with 339 product bids from 54 subjects. The bid price is normalized using the product’s Amazon sale price, as $k$ in Equation 5.

To construct $x_{ui}$, we used the 9 features described in Table 1. The features are based on information collected from each experiment step.

4.4 Evaluation Metrics

RMSE (Root Mean Square Error) is the most commonly used metric and is naturally adopted in our experiments. However, to understand the commercial value of personalized promotion based on the estimation of consumer’s WTP, we go beyond RMSE and introduce seller profit to measure the effectiveness of WTP prediction. Seller profit of a single product purchase is simply the purchase price minus the cost of producing the product. For the proposed WTP pre-
Table 1: The features used to predict WTP modeling, and their weight coefficients learned by Equation 7.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>list price</td>
<td>Amazon list price of the product</td>
<td>−0.0013</td>
</tr>
<tr>
<td>number of reviews</td>
<td>number of reviews on Amazon</td>
<td>−0.001</td>
</tr>
<tr>
<td>brand variety</td>
<td>the variety of the brands of consumer’s best value products, measured by entropy. The larger value of this feature, the more variety.</td>
<td>0.018</td>
</tr>
<tr>
<td>discount</td>
<td>Amazon promotional discount</td>
<td>0.399</td>
</tr>
<tr>
<td>Amazon recommendation rank</td>
<td>rank in Amazon product recommendation list</td>
<td>0.02</td>
</tr>
<tr>
<td>average rating</td>
<td>Amazon average rating</td>
<td>0.044</td>
</tr>
<tr>
<td>user rank</td>
<td>rank in consumer’s best value products</td>
<td>−0.0017</td>
</tr>
<tr>
<td>switch brand</td>
<td>whether product(s) of the same brand as the bidding product have been identified by consumer as best value products</td>
<td>−0.059</td>
</tr>
<tr>
<td>brand popularity</td>
<td>the number of times getting bidded</td>
<td>0.054</td>
</tr>
<tr>
<td>intercept</td>
<td>intercept term of the LR model</td>
<td>−0.058</td>
</tr>
</tbody>
</table>

Table 1: The features used to predict WTP modeling, and their weight coefficients learned by Equation 7.

5. EXPERIMENTAL RESULTS

We compared the proposed approach with Amazon sale price with 0, 10% and 20% discounts and ZeroR. The Amazon sale price methods serve as baselines. ZeroR algorithm is a simple learning based method that find the mean value of \( y \) on the training data and simply set the price at the learned mean value, which means a fixed discount rate. In our experiment, the normalized bidding price for product \( i \) by ZeroR is 0.72 (i.e. the learned discount rate is 0.28). Our proposed algorithm LR sets the price at the point where the expected profit is maximized (Equation 9). All algorithms are evaluated by 10 fold cross validation.

In our experiments, we don’t know the production cost of each product. Because retail businesses commonly set price using a fixed markup on cost, we assume that production cost is a certain percentage of the sale price. We varied the percentage from 0 to 50% with an incremental step of 10%. Table 2 reports the corresponding profit and conversion rate for each algorithm at different production costs level.

Table 2 shows that our proposed method (i.e. LR) significantly outperforms Amazon’s pricing strategy and simple learning method (i.e. ZeroR). All improvements are statistically significant (\( p < 5\% \)). The LR algorithm maximizes expected profit as in Equation 9, using \( \sigma = 0.22 \) based on the training dataset. Is it important to model the uncertainty of WTP and set the price by maximizing the expected profit? The answer is yes. We compared the proposed method with simply setting the price at the most likely WTP (i.e. \( b_0 + b_i + f(x_{ui}, w) \)), and we found the simple method is statistically significantly worse.

5.1 Further Analysis

The feature weights of normalized bidding price \( k \) in the LR model may be of interest. Table 1 indicates that:

**List price**: normalized WTP decreases slightly as product’s list price increases.

**Number of reviews**: normalized WTP decreases as the number of reviews increases. This is counter intuitive, as consumers presumably would tend to perceive goods with more reviews as more valuable. Of course, the expression is reduced form and for normalized (not direct) WTP, so future work may be able to find an explanation.

**Discount**: Products with larger Amazon discounts have higher normalized WTP. Like the list price impact, this effect probably also works mainly through the normalization (again recall Equation 5) but it is much stronger.

**Average rating**: Consumers are willing to pay more for products rated higher.

**User rank**: Not surprisingly, a consumer is willing to pay more for products she ranks more highly.

**Switch brand**: A consumer switching to a new brand tends to have lower WTP. This seems closely related to the
brand variety effect, as variety seekers are more likely to switch brand than loyal customers.

Brand popularity: Not surprisingly, the more popular the brand, the more consumer is willing to pay.

6. CAVEATS

The analysis above noted many technical simplifications (e.g., normally distributed estimation errors for normalized WTP with constant variance), most of which can be relaxed in future work. This may be a good juncture to mention more general complications that we have put to one side.

- Most products have substitutes (and complements); and we mostly sidestepped the resulting complications. As this line of research matures it may be useful to consider bundles of goods and sets of alternatives explicitly.

- Personalized discounts, if not properly framed, can provoke customer backlash. Large scale application of our suggestions must tread carefully to avoid causing resentment.

- Our profit metric only took into account unit production costs. These could easily include handling and shipping, and researchers with access to cost data should have no problem extending our approach. However, a different treatment would be required to account for the costs of running a recommender system, or the costs of eliciting WTP. Presumably these are an order of magnitude smaller than production costs but they still could be important.

- Our Mechanical Turk subjects were convenient and turned out to quite useful. There is no reason to believe that naturally occurring e-commerce customers will behave in qualitatively different ways, but that remains an empirical question to be tested by researchers with access to large numbers of such customers. True A/B testing on that subject pool would be the gold standard.

7. CONCLUSION

This paper proposes including personalized promotion in e-commerce recommender systems. We developed a lottery-auction mechanism to elicit consumers’ willingness to pay on a small subset of products, and a machine learning model to predict each consumer’s WTP on a wide range of other products. We demonstrated the feasibility of the proposed approach in an experiment with real world products from Amazon and subjects recruited from Amazon Mechanical Turks. The results suggest that personalized promotion leads to significantly higher profits for sellers compared to the baseline pricing.

Our work also shows the viability of doing e-commerce experiments via crowdsourcing; our Mechanical Turk subjects turned out to be quite useful. Besides recommender systems, the proposed approach also has practical implication for managerial marketing.

The work just presented is only first step; much remains to be done. First and foremost, personalized promotion and recommendation should be considered jointly within a unified framework, and not remain as separate problems. Second, we focused on seller’s profit as the evaluation metric. However, we believe it is crucial to include consumer surplus into the objective function and we see no conceptual obstacles in doing so. Finally, as alluded to in the caveats, it will be crucial to study the longer term effects on consumer satisfaction with personalized promotion. We hope that researchers in industry, with better access to normal e-commerce consumers, will be inspired to do so.

8. ACKNOWLEDGMENTS

Part of this work is sponsored by the National Science Foundation under grant CCF-1101741 and IIS-0953908. Any opinions, findings, conclusions or recommendations expressed in this paper are the authors, and do not necessarily reflect those of the sponsors.

9. REFERENCES
